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Abstract—Group paging is a baseline solution proposed by the
long-term evolution (LTE) standardization body for supporting
machine-to-machine (M2M) communications in the current-
generation and the next-generation cellular networks. Yet, in
conventional group paging scheme, upon the reception of pag-
ing message, all machine-type devices (MTDs) in a group will
simultaneously access the base station, leading to severe network
congestion and intolerably low access efficiency. To handle this
issue, in this article, we propose a dynamic group paging mech-
anism, where only the MTDs with packets to send will join the
contention process, and the collisions in the random access chan-
nel are addressed by the contention resolution scheme. Explicit
expressions of key performance measures including the mean
access delay of each MTD are derived as functions of the length
of waiting period (interval between two consecutive paging peri-
ods) TW , where a smaller TW indicates a higher frequency of
group paging. It is shown that TW is a key system parameter
that determines the crucial tradeoff between the signaling over-
heads of the system during the paging period and the access
delay performance of each MTD. To study how to properly tune
the waiting period length, a utility-based analytical framework
is established by taking the aforementioned tradeoff into consid-
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eration. The optimal waiting period length for maximizing the
network utility is derived and verified by simulation results. The
analysis in this article reveals that the network should increase
the group paging frequency as the traffic becomes heavier or the
number of preambles decreases. Providing more preambles can
indeed improve the delay performance, while the gain becomes
marginal if the number of preambles is large.

Index Terms—Contention resolution, group paging, machine-
to-machine (M2M) communications, random access.

I. INTRODUCTION

W IRELESS communications technologies are now evolv-
ing toward a better support for the upcoming era of

Internet-of-Things (IoT), where everything that worth to be
connected will be connected. One key enabling technology for
IoT is the machine-to-machine (M2M) communications, which
usually involves a large number of machine-type devices
(MTDs) that operate without human intervention. M2M com-
munications gives rise to many emerging applications, such
as smart retail, smart agriculture, and intelligent transportation
systems [1]. With the booming M2M market, it is expected
that the number of MTDs will reach 14 billion by 2022 [2].

The third generation partnership project (3GPP) has defined
M2M communications as an important service type to be sup-
ported by the long-term evolution (LTE) networks. By virtue
of the LTE network coverage at a global scale, MTDs can be
placed almost everywhere and maintain the connection to the
rest of the world, which fully unleashes the potentials of M2M
visions. However, the current cellular system will be unlikely
to cope with the expected growth of M2M services. The key
challenge originates from the radio access network, a part of
the cellular system, which was designed for providing access
to a relatively small number of devices that deliver a signifi-
cant amount of data. In M2M context, instead, a huge number
of MTDs request access but transmit small packets. The risk is
then the severe congestion occurs at the random access chan-
nel in the radio access network when massive MTDs transmit
access requests simultaneously [3]. This congestion may cause
intolerable delay, packet loss, or even service unavailability for
most of MTDs.

A. Overload Control Schemes

How to improve the access efficiency and control the over-
load at the random access channel has been one of the main
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Fig. 1. Graphic illustration of the group paging.

issues that capture the attention from 3GPP. Various standard
solutions have been proposed to handle the overload, which
can be broadly divided into two categories [4]: 1) push-based
schemes and 2) pull-based schemes. In push-based schemes,
each MTD itself determines when to access the networks. In
pull-based schemes, the network notifies MTDs to perform
random access.

Backoff schemes, such as access class barring (ACB) or
uniform backoff (UB), are examples of push-based schemes.
In the ACB scheme, an ACB factor q is broadcasted by the
evolved node B (eNB), and can be regarded as the access
request transmission probability. In the UB scheme, once an
MTD fails in the request transmission, it randomly selects a
value from {0, 1, . . . , Ws}, and counts down, where Ws is the
UB window size in unit of milliseconds. The MTD retries the
request transmission when the backoff counter reaches zero.
It can be seen that by assigning a smaller ACB factor q or
a larger UB window size Ws, bursty access requests could
be dispersed over the time domain to reduce the number of
concurrent requests, which may improve the access efficiency.
It has long been observed that the effectiveness is crucially
determined by the backoff parameters, including q and Ws [5].
To properly tune backoff parameters, lots of efforts have been
devoted to developing algorithms to estimate traffic load on
the channel [6]–[10]. Yet, tracking and estimating the time-
varying number of access requests can be highly challenging
and demanding for practical system.

Group paging is the typical representative of pull-based
schemes. In group paging, MTDs are labeled with group iden-
tifiers according to various metrics such as service types,
quality of service (QoS) requirements. MTDs with the same
group identifier constitute a group. When the eNB sends a
paging message enclosed with the corresponding group iden-
tifier, MTDs in this group will immediately initiate the random
access procedure and send access requests during a period of
time, which is dubbed paging period. Comparing to the ACB
or UB scheme, group paging enables a more flexible control
of M2M traffic [4], where the eNB defines a period of time,
during which MTDs are permitted to access. Therefore, the
group paging scheme is suitable for the applications, where the
remote server requires the information collection periodically.
When one paging process terminates, the system may initi-
ate the next paging process after a period of time, if needed.
Accordingly, the group paging process follows an on–off man-
ner, as shown in Fig. 1. The waiting period denotes the interval
between two neighboring paging periods, in which the MTDs
cannot perform access request transmission. In this article, we
denote the length of the waiting period as TW . It can be seen
that a smaller TW indicates that the system performs the group
paging more frequently.

Extensive works have been done to evaluate and improve
the group paging performance of massive M2M access in the
LTE networks. Most of them put the major focus on a singleton
paging period by assuming that the number of MTDs involving
the contention in this period is known. In [11], by recursively
calculating the number of the current contending devices based
on the observations in the previous time slots, an analytical
framework was proposed to derive various performance mea-
sures, such as the access delay and the utilization ratio of
random access resources. It reveals that the access efficiency
may dramatically decrease when the number of MTDs being
paged increases.

To improve the random access performance, in [12]–[14],
clustering techniques were adopted to formulate hierarchical
network architecture, in which a few MTDs, called cluster
head, were appointed as relays for the remaining MTDs.
The network congestion can be alleviated as the number of
access requests to the eNB is limited to the number of cluster
heads [3]. However, extra signaling overheads are induced in
intracluster/intercluster coordination and demanding require-
ments on device functionalities, e.g., energy and buffer size,
have to be imposed on cluster heads. Therefore, most of the
related works have their roots in the network scenario in which
all MTDs communicate directly with the eNB. For instance,
in [15], a consecutive paging method was devised, where
multiple consecutive paging periods are scheduled for one
paging occasion. In [16]–[20], backoff schemes were adopted
to scatter the access requests over one period to reduce the
number of concurrent requests [16]–[18], [20], or to provide
service differentiation [19]. To improve resource utilization
ratio, in [21], the network assigns dedicated random access
resources to MTDs. In [22], a dynamic resource allocation
scheme was proposed to adaptively adjust the amount of
resources for group paging based on the estimated number
of MTDs in each time unit.

The development in the above studies has been substantial.
Yet, the access performance degradation in group paging is
still observed when the number of MTDs being paged is exces-
sively large. The fundamental reason lies in that upon receiving
the paging message, all MTDs in the group are required to ini-
tial the random access procedure and transmit access requests.
As the group size could be large, severe congestion and intol-
erably low-access efficiency become inevitable. In practice,
however, for many M2M use-cases such as information col-
lection, the MTDs may have no data to report when they
receive the paging message, yet, are still required to access.
In this case, redundant access requests are generated, which
leads to the congestion. Regarding this issue, in this article,
we will consider a dynamic scenario where the MTD sends
the access request only if it has packets to deliver upon the
reception of the paging message. For many M2M applications,
the packet arrival at each MTDs is a stochastic process, imply-
ing that the MTD may have an empty data queue when the
eNB starts the paging process. Due to the randomness of the
packet arrival, the eNB therefore does not know in advance
the number of MTDs that has packets at the beginning of each
paging round.
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B. Contention Resolution Scheme

Note that although the conventional group paging mech-
anism can improve the access efficiency, it still relies on
backoff schemes for spreading the access requests over time
domain to avoid collision. This approach falls short of provid-
ing good performance under heavy-load case and is prone to
suffer from congestion [5], [23]. To further improve the access
performance, a promising strategy that has gained wide atten-
tion is the contention resolution scheme, which is also referred
to as the tree-splitting algorithm.

Specifically, in contention resolution scheme, once a col-
lision occurs, the eNB will attempt to resolve the collision
actively by assigning new contention resources for those
MTDs that are involved in the collision. By using the ternary
feedback messages, their retransmissions will be coordinated
in the newly assigned resource space. This process repeats
until there is no collision and all those MTDs’ requests are
successfully transmitted. Comparing to the backoff schemes,
where traffic estimation algorithms are required for adaptively
tuning backoff parameters, the system with contention resolu-
tion scheme no longer needs to do so, and the performance,
e.g., access delay, can still outperform a large body of backoff
schemes [24].

The contention resolution scheme has a long line of
research. It has been shown that in the case of Poisson
arrivals, the maximum throughput of binary contention res-
olution scheme is 0.347 packets/slot [25]. To further improve
the performance, [26] suggests that multiple resource units
should be assigned at the beginning of the resolution process.
By doing so, the maximum throughput is boosted to 0.43 pack-
ets/slot. Recently, the contention resolution scheme has been
applied to addressing the congestion issue at the LTE random
access channel for massive M2M access. Simulation results
in [27] have shown that the contention resolution scheme can
greatly improve the delay performance, comparing to the stan-
dard approaches such as the UB mechanism. In [24] and [28],
prebackoff and dynamic resource allocation strategies were
combined to further enhance the performance. In [23], [29],
and [30], the distributed queueing mechanism was introduced,
where collisions are addressed by the contention resolution
scheme first, and then, data packets are transmitted in a con-
tention free manner. Extensive results in above studies have
validated that with contention resolution scheme, the network
can achieve superior throughput and delay performance even
in the massive access scenarios.

C. Contributions

In this article, we will enhance the access performance of
MTDs in the LTE group paging by using the contention res-
olution scheme. That is, upon the reception of the paging
message, a large number of MTDs may initiate the random
access procedure simultaneously. To handle the massive con-
current access requests, the contention resolution scheme is
then applied to accelerate the service process until all requests
are successfully accommodated.

It is worth mentioning that to reduce the number of concur-
rent access requests, in this article, we will consider a dynamic

case, where the MTD will join the contention process upon
receiving the paging message only if it has packets to deliver.1

Accordingly, the number of MTDs that join each paging period
becomes a time-varying variable, which does not known in
advance by the eNB. It is in sharp contrast to the conven-
tional group paging mechanism, where such number is equal
to the group size and is a known value.

Note that no matter in the dynamic case or the conven-
tional case, how frequent should the group paging be per-
formed is always a crucial issue that determines the network
performance. Intuitively, if the eNB performs the group paging
more often, i.e., a smaller waiting period length TW , then, the
mean access delay of each MTD can be effectively reduced
as there are more frequent access opportunities. On the other
hand, it will consume more system overheads as for each
paging period, the eNB has to deliver a certain amount of
signaling messages in coordinating the access and reserve the
access resource. Therefore, there exists a tradeoff between the
delay performance of each MTD and the signaling overhead
of the system. Yet, it has long been ignored in existing lit-
erature, as most of them only consider one singleton paging
period [11], [15]–[20], [22].

In this article, we will take such tradeoff into consideration
and study how to tune the group paging frequency so that a
proper balance between the delay performance of each MTD
and the signaling overhead of the system can be achieved. Note
that the study becomes especially challenging in the dynamic
case, where the number of MTDs that join each paging period
is no longer a deterministic value but a time-varying variable.
Nevertheless, by focusing on the long-run network behavior,
we are capable of deriving various performance measures,
with which a utility-based analytical framework is further
established for determining the optimal paging frequency.

The contribution of this article is summarized as follows.
1) A dynamic group paging scheme is proposed, in which

upon the reception of the paging message, only the
MTDs with nonempty data buffer would access the eNB.

2) Different from many existing solutions that try to
avoid collisions by using backoff scheme, we use the
contention resolution scheme to resolve synchronous
access attempts during the LTE group paging process.
The implementation details of the contention resolution
scheme on the top of the existing LTE random access
procedure is also presented.

3) We focus on the long-run access performance and derive
key system measures, including the average number of
MTDs that join the contention in each paging period
and the mean access delay of each MTD, as explicit
functions of the waiting period length TW and the traffic
arrival rate.

4) A utility-based analytical framework is established, with
the signaling overhead of the eNB during the paging
period and the mean access delay of each MTD taking

1According to the LTE standard [31], for an MTD, when the paging mes-
sage is received at its radio resource control (RRC) layer, this message will
be reported to upper layers, e.g., application layer, in which we assume that
the MTD would further check its data buffer and perform the random access
procedure only if the buffer is nonempty.
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into consideration. The optimal waiting period length
T∗

W for maximizing the network utility is obtained and
validated by simulation results.

The rest of this article is organized as follows. Section II
presents the system model and the implementation details of
the contention resolution schemes in the LTE group paging
process. Key performance measures and the optimal waiting
period length T∗

W with one single preamble are characterized
in Sections III and IV, respectively, and extended to the mul-
tipreamble scenario in Section V. Finally, concluding remarks
are summarized in Section VI.

II. SYSTEM MODEL

Consider a single cell LTE network and one paging group.
We focus on a data collection scenario, in which the eNB
initiates the paging process for collecting information from
MTDs [33]. Upon the reception of paging message, each MTD
checks its data buffer and only the MTDs that have data pack-
ets will perform the random access procedure to establish the
connection with the eNB for data reporting. It is in sharp con-
trast to the conventional group paging scheme considered in
existing literature, where all MTDs have to access the eNB
upon the reception of paging message. Assume that the group
size, i.e., the total number of MTDs in this group, is very
large and the arrival process of MTDs that have data packets
follows Poisson distribution with parameter λ.

In the random access procedure, each MTD randomly
selects one out of M orthogonal preambles and transmits it
to the eNB. The access request transmission is successful if
and only if there is no concurrent transmission of a given
preamble at the same time. Otherwise, a collision happens
and all of them fail. Note that as MTDs contend with each
other only when they choose the same preamble, in the fol-
lowing, we start from the single-preamble scenario, where all
MTDs share one preamble, i.e., M = 1. The analysis will be
extended to multipreamble scenario in Section V.

A. Contention Resolution-Based Random Access

To efficiently accommodate the massive access during the
paging period, the contention resolution scheme2 is used.
Specifically, the eNB organizes the access request transmis-
sions into frames, and each frame contains two slots, where
the MTD can transmit its access request. Each MTD then ran-
domly selects one slot from the frame and transmits its access
request. If more than one MTDs transmit in the same time slot,
then collision occurs. The involved MTDs could be aware of
the failure based on the feedback from the eNB upon the com-
pletion of the frame. For each collision slot, the eNB assigns a
new frame. Accordingly, if all two slots in the frame encounter
collisions, then two new frames will be allocated. This leads
to the formation of a tree with node degree being two in each
level. The expansion of the tree stops at either empty slot,
i.e., no MTD transmits access request, or a successful slot,
i.e., only one MTD transmits its access request. The tree is

2In this article, we consider the classic two-ary tree-splitting scheme for
simplicity. With minor modification, the analysis can be extended to other
variants of two-ary tree-splitting scheme [34].

Fig. 2. Example of the contention resolution scheme with n = 5 MTDs. The
number in each slot denotes the number of MTDs involving the contention. If
this number is larger than 1 (a collision), then a new frame is assigned to those
MTDs. If this number is 0 (an empty slot) or 1 (a successful transmission),
the expansion stops.

Fig. 3. System signaling procedures of the contention resolution-based LTE
group paging.

completed when all MTDs successfully transmit their access
requests.

A graphical example of a contention tree for n = 5 MTDs is
presented in Fig. 2. It can be seen that the contention resolution
process naturally forms a tree structure and the tree solves all
n MTDs’ access request transmissions at frame 5.

B. Implementation to the LTE Group Paging

In the following, we elaborate on how the contention reso-
lution scheme can be implemented on the top of existing LTE
paging and random access scheme.

Specifically, suppose that the eNB has broadcasted the pag-
ing message, which should contain not only the identifier of
the desired group but also the resource allocation information
for the first frame. In Fig. 3, a possible MAC format of the pag-
ing message is presented. Specifically, the MAC header part
represents the typical paging message defined in the standard,
enclosing the related group identifier, through which an MTD
can know if this message is sent for itself or for other groups.
Besides, one more information element, i.e., start time slot
number (SN), is attached to identify the first random access
slot that the eNB allocates for the first frame.

Upon receiving the paging message, all MTDs with
nonempty data buffer in the paging group initiate the random
access procedure, send their access requests to the eNB via the
randomly selected slots in the first frame, and wait for the ran-
dom access response (RAR). The eNB replies the RAR only at
the end of each frame to acknowledge successfully transmit-
ted access requests and assign new frames for collision slots.
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Fig. 4. Illustration of contention resolution based on the example in Fig. 2.

The MAC format of RAR is same to that for paging mes-
sage, as shown in Fig. 3, except that the MAC header part is
the typical RAR format defined in the standard and the SN is
attached to identify new frame resources for collision slot. The
access request and RAR exchanges between the eNB and an
MTD come to an end when the access request is successful. If
all MTDs have successfully transmitted their access requests,
then, the group paging procedure is completed.

For a better demonstration, following the example in Fig. 2,
we show how the contention resolution scheme operates in the
LTE group paging process in Fig. 4. Specifically, as Fig. 4
illustrates, at the beginning, the paging message, which is
sent in the first slot, assigns slot 2 to 3 to the first frame,
i.e., SN = 2. In frame 1, 5 MTDs join the contention, induc-
ing two collision events in slot 2 and 3, respectively. At the
end of the first frame, the eNB assigns one new frame, i.e.,
frame 2 with SN = 4, for the collision in slot 2. On the other
hand, the involved MTDs in the slot 3 at the first frame do
not receive either the successful acknowledgment or newly
assigned frame, and can therefore be aware of the collision
and wait for the RAR that will be broadcasted by the eNB in
the future. We can see from Figs. 2 and 4 that with two more
frames, i.e., frames 2 and 3, the eNB addresses the collision
at slot 2 in frame 1. Afterward, at the end of frame 3, the eNB
replies the RAR, enclosing a new frame, i.e., frame 4, to the
involved MTDs at collision slot 3 in frame 1, and continuously
serve them until service completion at frame 5.3

Finally, we assume that for each paging period, the eNB
just serves the access requests that join the contention at the
beginning of this period. That is, no new requests will join the
contention during the paging period. For those access requests
that arrive during the paging period, they will be served in the
next paging period. Accordingly, let nk+1 denote the number
of MTDs join the k + 1th paging period, where k = 1, 2, . . .,
and then, those nk+1 MTDs should arrival at the system either
in the kth paging period or in the kth waiting period. Due to
the randomness of the arrival process, the number of MTDs
join each paging period is a random variable, which is crucially
determined by the length of the waiting period TW . Intuitively,
with a larger TW , more MTDs can be served in one pag-
ing period, which, however, sacrifices the delay performance.
Below, we will first study the delay performance of MTDs

3The contention resolution process in this article is developed based on
the depth-first-search tree-splitting scheme. The network may also use width-
first-search tree-splitting scheme, with which access requests could be served
in different chronological order.

and then investigate how to properly select the length of the
waiting period TW .

III. PERFORMANCE ANALYSIS

In this section, we derive key performance measures, includ-
ing the average number of MTDs that join the contention in
each paging period E[n], the average length of the paging
period E[TP], and the mean access delay of each MTD E[D],
where the access delay is defined as the time spent from the
arrival of the access request until its successful transmission.

A. Performance Measures

Let us first focus on the average number of MTDs that will
join the contention in each paging period E[n] and the average
length of the paging period E[TP]. Note that given the arrival
rate λ, the waiting period length TW and the length of the kth
paging period TP,k, the average number of MTDs that join the
contention in the k + 1th paging period can be written as

E
[
nk+1

] = λ
(
TW + TP,k

)
. (1)

On the other hand, given the number of MTDs that will join
the k + 1th group paging nk+1, it has been shown in [25] that
the average number of frames to complete their services is
given by [(nk+1)/ln 2] − 1. As each frame contains two slots,
the average length of the k + 1th paging period can then be
written as

E
[
TP,k+1

] = 2
( nk+1

ln 2 − 1
) + 1. (2)

Suppose that the system will be in equilibrium in long run,
that is, the number of MTDs with nonempty data buffer in the
network does not grow unboundedly with time. Accordingly,
the average number of MTDs that will join the contention
in each paging period E[n] is the long-run (steady-state)
expected value of nk, and the average length of the pag-
ing period E[TP] is the long-run expected value of TP,k. By
combining (1) and (2), we can have

E[n] = λ ln 2(TW−1)
ln 2−2λ

(3)

and

E[TP] = 2λTW−ln 2
ln 2−2λ

. (4)

Moreover, the access delay of each MTD is the length of
time period from the arrival to the successful access request
transmission. Recall that the MTDs arrival at the system either
in the kth paging period or in the kth waiting period are served
in the k + 1th paging period. Accordingly, the access delay of
each MTD should contain two parts. The first part is the length
of time period from the arrival to the beginning of the next
paging period. As MTDs arrivals uniformly in each paging
period and waiting period. The average length of the first part
can be written as [(E[TP] + TW)/2]. The second part is the
length of time period from the beginning of the paging period
until the access request is served. The length of this period is
proportional to the length of paging period TP, and the ratio
is θ ≈ 0.5 [24]. Thus, by combining (3) and (4), the mean
access delay of each MTD E[D] can be obtained as

E[D] = E[TP]+TW
2 + θE[TP] = TW

2 +
(

1
2 + θ

)(
2λTW−ln 2

ln 2−2λ

)
.

(5)
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(a) (b) (c)

Fig. 5. Average number of MTDs that join the contention in each paging period E[n], the average length of the paging period E[TP] (in unit of slots), and
the mean access delay of each MTD E[D] (in unit of slots) versus input rate λ with the proposed group paging scheme and the Ideal-ACB group paging
scheme. TW ∈ {100, 1000}. (a) E[n] versus λ. (b) E[TP] versus λ. (c) E[D] versus λ.

B. Simulation Results and Discussion

In this section, simulation results are presented to validate
the analysis above and demonstrate the performance of the
proposed group paging scheme by comparing it with that of
the conventional group paging schemes.

The simulation setting is the same as the system model
described in Section II, and we omit the details here. Each
simulation is carried out for 103 waiting and paging rounds.
In each paging period, we count the number of MTDs in
each paging period, the length of each paging period, and the
access delay of each MTD. Accordingly, the average number
of MTDs that join the contention in each paging period is
obtained as the ratio of the sum of number of MTDs in each
paging period to 103, the average length of the paging period
is obtained as the ratio of the sum of lengths of all paging
periods to 103, the mean access delay is obtained as the ratio
of the sum of access delay of all MTDs to the total number
of MTDs in those 103 waiting and paging rounds.

For the performance comparison with existing literature, we
focus on a large body of related works [16]–[20], in which
backoff schemes are adopted. The backoff schemes in the
LTE networks include the UB scheme and the ACB scheme.
Without loss of generality, we consider the ACB-based group
paging scheme as the benchmark, in which after receiving the
paging message from the eNB, each MTD would attempt to
access according to an ACB factor (i.e., the transmission prob-
ability of access request of each MTD). In simulations of this
scheme, we assume that the total number of MTDs in the
group is 106, and the network can always optimally tune the
ACB factor and refer to such case as Ideal-ACB group paging.4

In simulations of the Ideal-ACB group paging scheme, we also
count the number of MTDs in each paging period, the length
of each paging period, and the access delay of each MTD, and
then obtain the corresponding performance measures.

4Note that it has been shown that if the number of MTDs attempting to
access the eNB at time slot t = 1, 2, . . ., denoted by nt , is known, then, the
optimal ACB factor for minimizing the access delay is given by (1/nt) [32].
However, due to the uncoordinated nature of MTDs, the real-time information
of nt is unavailable in practice. Therefore, the tuning of the ACB factor is
inevitably suboptimal.

Simulation results of the Ideal-ACB group paging scheme
and the proposed group paging scheme are presented in Fig. 5,
which demonstrates how the average number of MTDs that
join the contention in each paging period E[n], the average
length of the paging period E[TP], and the mean access delay
of each MTD E[D] vary with the input rate λ with the length of
waiting period TW = 100 or 1000. We can see from Fig. 5(a)
that with Ideal-ACB group paging scheme, the number of
MTDs that join the contention in each paging period is fixed
at 106, regardless of the length of the waiting period TW . Note
that in conventional group paging scheme, upon the reception
of the paging message, all MTDs in the group will access the
eNB. Therefore, the number of MTDs that join the contention
in each paging period is always same as the group size. On
the other hand, in the proposed group paging scheme, only the
MTDs with nonempty data queue would join the contention.
As less MTDs join the contention, we can see from Fig. 5(b)
and (c) that with the proposed group paging scheme, the aver-
age length of the paging period E[TP], and the mean access
delay of each access request E[D] are always smaller than
those with Ideal-ACB group paging scheme. The performance
gap between the proposed group paging scheme and the Ideal-
ACB group paging scheme is significant especially when the
data traffic input rate is small.

Note that the analytical results of E[n], E[TP], and E[D]
of the proposed scheme are given in (3), (4) and (5), respec-
tively, and are also shown in Fig. 5. A perfect match between
simulation results and the analysis can be observed. We can
see that for the proposed group paging scheme, as λ grows,
the average number of MTDs in each paging period E[n], the
average length of each paging period E[TP], and the mean
access delay of each MTD E[D] increase accordingly. In par-
ticular, with heavy traffic, e.g., λ → (ln 2/2) ≈ 0.347, we can
observe from (3)–(5) and Fig. 5 that E[n], E[TP], and E[D]
will tend to infinity, which implies that when λ ≥ 0.347, the
number of MTDs with nonempty data buffer in the network
grows unboundedly and the system becomes unstable.

On the other hand, with light traffic and a short wait-
ing period, e.g., λ = 0.01 and TW = 100, as we can see
from Fig. 5(a) and (b), both the average number of MTDs
in each paging period E[n] and the average length of each



10540 IEEE INTERNET OF THINGS JOURNAL, VOL. 6, NO. 6, DECEMBER 2019

paging period E[TP] are close to 1, indicating that in this case,
performing group paging in a frequent manner could be inef-
fective as only a few MTDs are served in each paging period
while the network has to consume a certain amount of sig-
naling overheads. To improve the efficiency, intuitively, the
network can increase the length of waiting period TW , which,
however, results in a larger mean access delay of each MTD,
as shown in Fig. 5(c). It can therefore be seen that the length
of waiting period TW is a key system parameter that needs to
be carefully selected.

IV. UTILITY FORMULATION AND OPTIMIZATION

In this section, we will investigate how to properly tune
the length of waiting period TW . To be more specific, based
on the performance measures derived above, we formulate the
network utility by considering the signaling overhead of the
eNB during the paging period and the mean access delay of
each MTD, and then maximize the network utility by properly
tuning TW .

Let us first focus on the signaling overhead of the eNB.
Specifically, in a paging period, signaling messages that the
eNB uses for coordinating the transmissions of MTDs during
the paging process include the paging message and feed-
backs. That is, at the beginning of the paging process, one
paging message is sent, and at the end of each contention
resolution frame, the eNB replies a feedback notifying the
successful access, possibly a new assignment of a frame, etc.
As the example in Fig. 4 indicates, the total number of sig-
naling messages is proportional to the length of the paging
period. Therefore, the total cost for sending signaling mes-
sages depends on the length of the paging period, which can
be written as ceNBE[TP], where ceNB is the cost of sending one
signaling message, i.e., the paging message or feedback. On
the other hand, before the group paging, the eNB has to reserve
certain amount of preambles for random access. Let K denotes
the cost for reserving one preamble and we assume K ≥ ceNB.
Accordingly, the average utility of the eNB is given by

UeNB = −MK+ceNBE[TP]
E[TP]+TW

(6)

where M represents the number of preambles. In this section,
we let M = 1, and the multipreamble case M > 1 will be
considered in Section V.

It is worth mentioning that in this article, we consider the
average utility in unit of time slots, i.e., the total utility in each
waiting and paging round over the average length of one wait-
ing and paging round, since the length of each paging period is
a random variable that affects the total utility. Thus, by divid-
ing the average length of one waiting and paging round, i.e.,
E[TP] + TW , the average utility qualifies as a fair criterion for
comparing the utilities with different values of TW .

Moreover, let cMTD denotes the cost for an MTD to be
delayed for one time slot, and r denotes the income for suc-
cessfully serving one MTD. The average utility of all MTDs
in one paging cycle is then given by

UMTD = (r−cMTDE[D])E[n]
E[TP]+TW

. (7)

By combining (3)–(8), the network utility can be written as

U = UeNB + UMTD

= 2λK−2λceNBTW+(ceNB−K) ln 2
(TW−1) ln 2

+ λcMTD((4θλ+ln 2)TW−(2θ+1) ln 2)
4λ−2 ln 2 + rλ. (8)

Typically, the fixed cost K, the delay cost cMTD, the signal-
ing cost ceNB, the income unit r, and the input rate λ are
system input parameters. Therefore, in this article, we aim
to maximize the network utility U by optimally choosing the
waiting period length TW , i.e.,

maximize
TW≥1

U

subject to E[n] ≥ 1

E[TP] ≥ 1 (9)

where the constraints are the average number of MTDs in each
paging period and the average length of each paging period
should be no smaller than one.

A. Optimal Length of the Waiting Period T∗
W

The following theorem presents the solution, i.e., the
optimal length of the waiting period T∗

W , to the above
optimization problem.

Theorem 1: The optimal length of the waiting period is
given by

T∗
W =

{
ln 2−2λ+λ ln 2

λ ln 2 if λ < λ0
1 + (ln 2 − 2λ)β otherwise

(10)

where β =
√

2(K−ceNB)
cMTDλ(4θλ+ln 2) ln 2 and λ0 =

cMTD ln 2
2(K ln 2−ceNB ln 2−2cMTDθ)

.
Proof: See the Appendix.

It is interesting to see from (10) that the optimal waiting
period length T∗

W is independent of the income for success-
fully serving one MTD r. Intuitively, when the network is
stable, i.e., λ < (ln 2/2), the input rate equals departure rate,
regardless of the waiting period length TW . Thus, according
to (8), we can observe that the average revenue that the system
receives in one paging round is given by rλ, which is solely
determined by λ and does not relate to TW .

However, the waiting period length TW indeed affects the
cost of eNB and MTDs in each paging round and therefore
should be carefully selected. Fig. 6(a) illustrates the optimal
waiting period length T∗

W under various values of the fixed
cost K, the delay cost cMTD, the signaling cost ceNB, and
the input rate λ. Specifically, we can see from Fig. 6(a) that
T∗

W is a monotonic increasing function of K and decreasing
function of cMTD and ceNB. It is clear that as the fixed cost
for initialing one paging period K grows, the system should
reduce the paging frequency to decrease the average cost on
reserving preambles for the group paging; on the other hand,
if the cost for an MTD to be delayed for one time slot cMTD
or the signaling cost ceNB increases, the system should per-
form group paging more frequently to reduce the mean access
delay of each MTD E[D] and the average length of the paging
period E[TP], so that the total cost for MTDs to be delayed,
i.e., E[D]E[n]cMTD, and the total cost for sending signaling
messages in each paging period, i.e., ceNBE[TP], would be
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(a) (b)

Fig. 6. Optimal waiting period length T∗
W (in unit of slots) and maximum network utility Umax versus the input rate λ. r = 50. ceNB ∈ {0.1, 0.9}.

cMTD ∈ {0.1, 0.9}. K ∈ {1, 40}. M = 1. (a) T∗
W versus λ. (b) Umax versus λ.

(a) (b) (c)

Fig. 7. Average utility of eNB UeNB, the average utility of MTDs UMTD, and the network utility U versus the waiting period length TW . r = 50. ceNB = 0.1.
cMTD = 0.1. K = 40. λ ∈ {0.04, 0.08, 0.12, 0.16, 0.2}. M = 1. (a) UeNB versus TW . (b) UMTD versus TW . (c) U versus TW .

reduced. Moreover, when the traffic becomes heavier, the pag-
ing frequency should also be increased accordingly. Thus, we
can observe from Fig. 6(a) that as the input rate λ increases,
the optimal waiting period length T∗

W decreases.
Note that by substituting the optimal waiting period length

T∗
W in (10) into (8), we can obtain the maximum network util-

ity Umax in (11), shown on the bottom of this page. Fig. 6(b)
illustrates how the maximum network utility Umax varies with
the input rate λ under various values of K, cMTD and ceNB.
We can see that Umax decreases as the fixed cost K, the delay
cost cMTD or the signaling cost ceNB increases. On the other
hand, as the input rate λ grows, Umax linearly increases, as the
average revenue that the system receives in one paging round,
rλ, rises.

B. Simulation Results

In this section, simulation results are presented to verify the
proceeding analysis. Each simulation is carried out for 103

waiting and paging rounds. In each waiting and paging round,
we count the utility of the eNB, the utility of MTDs, and the

network utility for given the fixed cost K, the delay cost cMTD,
the signaling cost ceNB, and the income unit r. Accordingly,
by calculating the ratios of the sum of utilities in each waiting
and paging period to 103, we obtain the average utility of the
eNB, the average utility of MTDs, and the average network
utility.

Fig. 7(a) and (b) demonstrate how the average utility of
eNB UeNB and the average utility of MTDs UMTD vary
with the waiting period length TW with the input rate λ ∈
{0.04, 0.08, 0.12, 0.16, 0.2}. We can see from Fig. 7(a) that the
average utility of eNB UeNB increases as the waiting period
length TW or the input rate λ grows, while the gain becomes
marginal, when TW is large, in which case UeNB converges to
−[(2ceNBλ)/ln 2], according to (3)–(5), and (6). On the other
hand, it can be observed from Fig. 7(b) that the average util-
ity of MTDs UMTD decreases as TW increases because the
delay cost rises up. The decreasing rate of UMTD would further
increase with the input rate λ.

Moreover, we can conclude from Fig. 7(a) and (b) that
the waiting period length TW determines a crucial tradeoff

Umax =
⎧
⎨

⎩

ceNBλ
(
λ
(

2− 4
ln 2

)
−2 ln 2+2

)
+Kλ(ln 2−2λ)

λ(2+ln 2)−ln 2 + cMTDλ
(
θ
(
λ
(

4− 8
ln 2

)
+4−4 ln 2

)
+ ln 2

λ
−2−ln 2

)

4λ−2 ln 2 + rλ if λ < λ0
cMTDλ((4θλ+ln 2)((ln 2−2λ)β+1)−2(θ2 ln 2+ln 2))

4λ−2 ln 2 + −2ceNBλ((ln 2−2λ)β+1)+ceNB2 ln 2+2λK−K ln 2
ln 2((ln 2−2λ)β−1)

+ λr otherwise
(11)



10542 IEEE INTERNET OF THINGS JOURNAL, VOL. 6, NO. 6, DECEMBER 2019

between UeNB and UMTD. As TW grows, the average util-
ity of eNB UeNB grows, indicating that the average cost on
signaling message transmissions and preamble reservation in
each paging period decreases. On the other hand, the aver-
age utility of MTDs UMTD drops because the mean access
delay of MTDs increases, which leads to a higher delay cost.
Therefore, to maximize the average network utility U, where
U = UeNB + UMTD, it is of great importance to properly tune
the waiting period length TW .

Fig. 7(c) illustrates how the network utility U varies with
the waiting period length TW . Note that the expression of the
network utility U has been given in (8), which shows that it
is crucially determined by TW . As we can see from Fig. 7(c),
the network utility U is sensitive to the setting of the wait-
ing period length TW especially in the heavy traffic case. To
achieve the maximum network utility, TW should be prop-
erly set. The optimal waiting period length T∗

W is given in
Theorem 1, and verified by the simulation results presented in
Fig. 7(c).

V. EXTENSION TO MULTIPREAMBLE

So far, we have demonstrated how to properly tune the
length of waiting period TW to maximize the network utility.
Note that the analysis reveals that the aggregate traffic input
rate λ should be no larger than (ln 2/2). Otherwise, the system
becomes unstable. In this case, a rather poor network utility
U is expected, regardless of TW . To accommodate massive
access requests, the network should offer more random access
resources by, intuitively, increasing the number of preambles
M. In this section, the above analysis will be extended to mul-
tipreamble scenario M > 1. A closer look will be taken at
the performance gain brought by increasing M, and how the
optimal length of waiting period and the maximum network
utility vary with M.

Note that in the previous sections, we have considered the
special case of the number of preambles M = 1. For M =
2, . . ., on the other hand, we can see that each contention frame
will contain 2M orthogonal resource units. That is, each frame
contains two time slots and in each time slot, M preambles can
be chosen. If two or more MTDs choose the same preamble in
the same time slot, then a collision occurs and another frame,
i.e., one more package of 2M orthogonal resource units, will be
assigned. Therefore, we can conceptually regard the contention
resolution process spans as a tree, where the node degree is
given by 2M.

For a large M, e.g., M � 1, it has been derived in [25] that
the average number of frames to complete n MTDs’ service
should be given by5

F(M, n) = n
ln 2M − 1

2M−1 + �(n, 2M) (12)

where

�(n, 2M) = nλ1cos
(
2π log2M n + θ1

)

+ λ2sin
(
2π log2M n + θ2

)
(13)

5If M is small, e.g., M = 1, then �(n, 2M) ≈ 0 and F(M, n) ≈ (n/ ln 2M)−
(1/2M − 1), based on which (2) is obtained.

λ1 = 2

√
2π2/ ln 2M(

4π2+(ln 2M)2)sinh(2π2/ ln 2M)
(14)

θ1 = arg
(

�(1−2π i/ ln 2M)
1+2π i/ ln 2M

)
(15)

λ2 = 2
(ln 2M)2

√
2π2/ ln 2M

sinh(2π2/ ln 2M)
(16)

and

θ2 = arg(�(1 − 2π i/ ln 2M)). (17)

Note that in above expressions, �(·) denotes the Gamma func-
tion, and arg(·) denotes the function that returns the phase
angles.

Following the similar analysis in Section III, we assume the
system will be in equilibrium in long run. The average length
of the paging period, in which n MTD join the contention, can
then be written as

E
[
TM

P

] = 2F(M, n) + 1. (18)

Accordingly, the average number of MTDs that join the con-
tention in each paging period E[n], the average length of
the paging period E[TM

P ], and the mean access delay of
each MTD E[D] can all be numerically obtained by jointly
solving (1), (5), and (12)–(18).

Fig. 8(a) demonstrates how the mean access delay of each
MTD E[D] varies with the input rate λ with the number of
preambles M = 2, 4, or 6. A perfect match between the anal-
ysis and the simulation results can be observed. Moreover,
we can see from Fig. 8(a) that as the input rate λ rises, the
mean access delay of each MTD E[D] increases. For a given
M, E[D] may even grow unboundedly if λ is too large, e.g.,
λ = 1 and M = 4. To evaluate the network stability with
regards to M, let us define λ̄ = max{λ|E[D] ∈ (0,+∞)}, that
is, if the input rate λ ≥ λ̄, then, the network will be unsta-
ble and E[D] = +∞. λ̄ can be numerically obtained based
on (1), (5), and (12)–(18). We can see from Fig. 8(b), as the
number of preambles M increases, λ̄ grows, indicating that the
network can accommodate heavier traffic.

Moreover, Fig. 8(a) also shows that for a given input rate λ,
the mean access delay can be effectively reduced with more
preambles. Yet, the performance gain becomes marginal when
the number of preambles M is large, as shown in Fig. 8(c).
This is because the average number of frames to complete
MTDs’ service, or equivalently, the average length of the pag-
ing period, has been small. Therefore, in this case, the main
contributor to the mean access delay of each MTD E[D] could
be the length of waiting period TW , instead of the length of
paging period TP. For instance, with λ = 0.6 and M = 4, it
can be seen from Fig. 8(c) that E[D] is down from 2000 time
slots to around 250 time slots with TW deceasing from 1000 to
100. Such observation confirms that even when there are abun-
dant resources in preamble domain, the proper tuning of TW

is still indispensable for improving the network performance.
Let T∗,M

W denotes the optimal length of waiting period
to maximize the network utility in multipreamble scenario
M > 1. Yet, due to the implicit nature of (12), explicit expres-
sions of the network utility U cannot be derived. Therefore,
to derive T∗,M

W , we propose an exhaustive search algorithm in



ZHAN et al.: OPTIMAL GROUP PAGING FREQUENCY FOR M2M COMMUNICATIONS IN LTE NETWORKS WITH CONTENTION RESOLUTION 10543

(a) (b) (c)

Fig. 8. (a) Mean access delay of each MTD E[D] (in unit of slots) versus the input rate λ. M ∈ {2, 4, 6}, TW = 1000. (b) λ̄ versus the number of preambles
M. TW = 1000. (c) E[D] versus M. λ ∈ {0.4, 0.6}. TW ∈ {100, 1000}.

(a) (b)

Fig. 9. Optimal length of waiting period T∗,M
W (in unit of slots) and the maximum network utility Umax versus the number of preambles M. λ ∈ {0.6, 0.8, 1}.

r = 50. ceNB = 0.1. cMTD = 0.1. K = 40. (a) T∗,M
W versus M. (b) E[D] versus M.

Algorithm 1 Calculation of T∗,M
W and Umax

1: Input M, λ, K, cMTD, ceNB, r and initialize TW = 0,
Umax = 0.

2: repeat
3: Obtain E[TM

P ], E[n] and E[D] according to (1), (5) and
(12)–(18).

4: Calculate UeNB, UMTD and then U according to (6),
(7) and (8), respectively.

5: If U > Umax, E[n] ≥ 1, E[TM
P ] ≥ 1 then

6: Umax = U and T∗,M
W = TW.

7: endif
8: TW = TW + 1.

9: until TW > TW,max

10: Output T∗,M
W and Umax.

Algorithm 1. The basic idea of Algorithm 1 is to obtain the
network utility U for each value of TW in the search space
{0, . . . , TW,max}, where TW,max should be sufficiently large,
and finally, choose the value of TW that maximizes U while
satisfies the constraints E[n] ≥ 1 and E[TM

P ] ≥ 1.
Fig. 9(a) demonstrates how the optimal length of waiting

period T∗,M
W varies with the number of preambles M for the

input rate λ = 0.6, 0.8, or 1 and TW,max = 104. We can see
that the optimal length of waiting period T∗,M

W could be zero,
when M is small and the traffic is heavy. For instance, with
M = 2, as shown in Fig. 8(b), the maximum input rate that
a stable network can support is λ̄ ≈ 0.69. If the input rate
λ = 1 > λ̄, then the network will be unstable and the utility U
decreases with time, regardless of TM

W . Therefore, the optimal
length of waiting period T∗,M

W = 0.
Moreover, we can also observe that as M increases, the

optimal length of waiting period T∗,M
W increases, indicating that

the paging frequency is reduced. Intuitively, for given input
rate λ, the length of the paging period shrinks as more pream-
bles are provided. In this case, the length of waiting period
should be properly enlarged to reduce the cost on reserving
preambles in long run.

Fig. 9(b) demonstrates how the maximum network utility
Umax varies with the number of preambles M for the cost of
reserving one preamble K = 40. We can see that when the traf-
fic is heavy, it is necessary for the network to provide sufficient
number of preambles so that a positive utility can be achieved.
However, as shown in Fig. 8(c), the performance gain in access
delay becomes marginal when the number of preambles M
is large. Since reserving more preambles increases the cost
according to (6), an excess of preambles may further bring
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down Umax, as shown in Fig. 9(b). It corroborates that proper
settings of the length of waiting period TW and the number
of preambles M are indispensable for maximizing the network
utility.

VI. CONCLUSION

This article proposed a novel group paging scheme for mas-
sive M2M communications in the LTE networks, where the
contention resolution technique is applied to address pream-
ble collisions during the paging process. To reduce the number
of concurrent access requests, we consider a dynamic scenario
in which only the MTD that has packets to deliver will join
the paging process.

Starting from the single-preamble case, we obtain explicit
expressions of key system measures, including the average
number of MTDs that join the contention in each paging
period, the average length of the paging period, and the mean
access delay of each MTD. The analysis is further extended
to the multipreamble case and verified by simulation results.
It is demonstrated that a smaller length of waiting period TW

indicates a higher frequency of group paging that can reduce
the mean access delay of each MTD but may also incur more
signaling overheads. To study how to properly tune TW , a
utility-based framework is established, where the optimal wait-
ing period length for maximizing the network utility is derived.
The analysis sheds important light on the practical system
design for the LTE group paging in massive M2M access
scenario. Specifically, it reveals that as the aggregate traffic
becomes heavier, the network should perform the group pag-
ing more frequently, i.e., a smaller waiting period length TW ,
or increase the number of preambles M. With more preambles,
the network is capable of handling intensive traffic along with
a lower mean access delay of each MTD. However, the gain
in delay performance becomes marginal when the number of
preambles is large.

Finally, we would like to note that in this article, it is
assumed that there is no constraint on the access delay. In
practice, however, some M2M applications are delay-sensitive
and may set an upper-bound on the access delay of each MTD,
with which if an access request fails to be delivered within the
delay bound, then it could be dropped. It is of practical sig-
nificance to further study how to optimally tune the waiting
period length to maximize the network utility while satisfy the
delay requirement. The extension of the analysis to incorpo-
rate the access delay constraint would be an important issue
that deserves much attention in the future work.

APPENDIX

PROOF OF THEOREM 1

To derive the optimal waiting period length T∗
W for maxi-

mizing the network utility U with the constraints that E[n] ≥ 1
and E[TP] ≥ 1, let us first write the derivative of U with regard
to TW as

U′ = f (TW )

2(ln 2−2λ)(TW−1)2 ln 2
(19)

where

f (TW) = −cMTDλ(4θλ + ln 2)(TW − 1)2 ln 2

+ 2(ln 2 − 2λ)2(K − ceNB). (20)

It can be obtained from (20) that f (TW) = 0 has a single
nonzero root for TW ∈ (1,+∞), which is given by

T ′
W = 1 + (ln 2 − 2λ)β (21)

where β = √
[(2(K − ceNB))/(cMTDλ(4θλ + ln 2) ln 2)], and

f (TW) > 0 for TW ∈ (1, T ′
W) and f (TW) < 0 for TW ∈

(T ′
W ,+∞), indicating that the network utility U increases

with TW for TW ∈ (1, T ′
W) and decreases with TW for

TW ∈ (T ′
W ,+∞). Thus, it is maximized at T ′

W .
Moreover, to satisfy the constraints E[n] ≥ 1 and E[TP] ≥ 1,

we can obtain that the waiting period length TW should be
no smaller than Tmin

W , i.e., TW ≥ Tmin
W , according to (3), (4),

and (9), where

Tmin
W = ln 2−2λ+λ ln 2

λ ln 2 . (22)

It can be seen that the optimal waiting period length T∗
W should

be T ′
W if T ′

W > Tmin
W , or Tmin

W otherwise. To determine T ′
W >

Tmin
W or not in terms of the input rate λ, let us define

g(λ) = Tmin
W − T ′

W . (23)

By combining (21)–(23), we can further have that g(λ) = 0
has a single nonzero root λ0 = [(cMTD ln 2)/(2(K ln 2 −
ceNB ln 2 − 2cMTDθ))], and limλ→0 g(λ) = +∞ and
limλ→ln 2/2− g(λ) = 0. According to the intermediate value
theorem, it can be concluded that if λ < λ0, then g(λ) > 0,
Tmin

W > T ′
W and the optimal waiting period length T∗

W = Tmin
W ;

otherwise, T∗
W = T ′

W .
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